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Abstract: We introduce Behavior from Language and Demonstration (BLADE), a
framework for long-horizon robotic manipulation by integrating imitation learning
and model-based planning. BLADE leverages language-annotated demonstrations,
extracts abstract action knowledge from large language models (LLMs), and con-
structs a library of structured, high-level action representations. These represen-
tations include preconditions and effects grounded in visual perception for each
high-level action, along with corresponding controllers implemented as neural
network-based policies. BLADE can recover such structured representations auto-
matically, without manually labeled states or symbolic definitions. BLADE shows
significant capabilities in generalizing to novel situations, including novel initial
states, external state perturbations, and novel goals. We validate the effectiveness
of our approach both in simulation and on a real robot with a diverse set of objects
with articulated parts, partial observability, and geometric constraints.
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1 Introduction

Developing autonomous robots capable of completing long-horizon manipulation tasks is a significant
milestone. We want to build robots that can directly perceive the world, operate over extended periods,
generalize to various states and goals, and are robust to perturbations. A promising direction is to
combine learned policies with model-based planners, allowing them to operate on different time
scales. In particular, imitation learning-based methods have proven highly successful in learning
policies for various “behaviors,” which usually operate over a short time span [e.g., 1]. To solve more
complex and longer-horizon tasks, we can compose these behaviors by planning in abstract action
spaces [2—4], in latent spaces [5], or via large pre-trained models such as large language models [6].

However, one of the key challenges of all high-level planning approaches is the automatic acquisition
of an abstraction for the learned “behaviors” to support long-horizon planning. The goal of this
behavior abstraction learning is to build representations that describe the preconditions and effects of
behaviors, to enable chaining and search. These representations should depend on the environment, the
set of possible goals, and the specifications of individual behaviors. Furthermore, these representations
should be grounded on high-dimensional perception inputs and low-level robot control commands.

Our insight into tackling this challenge is to leverage knowledge from two sources: the low-level,
mechanical understanding of robot-object contact, and the high-level, abstract understanding of
object-object interactions described in language that can be extracted from language models as the
knowledge source. Our framework, behavior from language and demonstration (BLADE), takes as
input a small number of language-annotated demonstrations (Fig. 1a). It segments each trajectory
based on which object is in contact with the robot. Then, it uses a large language model (LLM),
conditioned on the contact sequences and the language annotations, to propose abstract behavior
descriptions with preconditions and effects that best explain the demonstration trajectories. During
training, we extract the state abstraction terms from the preconditions and effects (e.g., furned-on,
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Figure 1: BLADE, a robot manipulation framework combining imitation learning and model-based planning. (a)
BLADE takes language-annotated demonstrations as training data. (b) It generalizes to unseen initial conditions,
state perturbations, and geometric constraints. (c) In the depicted scenarios, BLADE recovers from perturbations
such as moving the kettle out of the sink, and resolves geometric constraints including a blocked stove.

aligned-with), and learn their groundings on perception inputs. We also learn the control policies
associated with each behavior (e.g., turn on the faucet).

Our model offers several advantages. First, unlike prior work that relies on manually defined state
abstractions or additional state labels, our method automatically generates state abstraction labels
based on the language-annotated demonstrations and LLM-proposed behavior descriptions. BLADE
recovers the visual grounding of these abstractions without any additional label. Second, BLADE
generalizes to novel states and goals by composing learned behaviors using a planner. Shown in
Fig. 1b, it can handle various novel initial conditions and external perturbations that lead to unseen
states. Third, our method can handle novel geometric constraints (Fig. 1c) and partial observability
from articulated bodies like drawers.

2 Related Work

Composing skills for long-horizon manipulation. A large body of model-based planning methods
use manually-defined transition models [2, 7-12] or models learned from data [13—18] to generate
long-horizon plans. However, learning dynamics models with accurate long-term predictions and
strong generalization remains challenging. A related direction is to introduce hierarchical structures
into the policy models [19-25], where different methods can segment continuous demonstrations
into short-horizon skills [23, 26, 27]. Facing the challenges in modeling action dependencies, these
methods are limited to following sequentially specified subgoals. Some work addresses this issue
by learning the dependencies between actions from data, but they require large-scale supervised
datasets [28-31]. Our approach is related to methods that learn symbolic action representations [32—
36]; the difference is that BLADE uses a LLLM to generates causal models of the environment and
learns their groundings on sensory inputs.

Using LLMs for planning. Many researchers have explored using LLMs for planning. Methods
for direct generation of action sequences [37, 38] can struggle to produce accurate plans [39, 40].
Researchers have also leveraged LLMs as translators from natural language instructions to symbolic
goals [41-44], as generalized solvers [45], as memory modules [46], and as world models [47, 48]. To
improve the planning accuracy, prior work has explored techniques including using programs [49, 50],
learning affordance functions [6, 51], replanning [52], finetuning [53-55], embedding reasoning in
a behavior tree [56], and VLM-based decision-making [57, 58]. BLADE shares a similar spirit as
methods using LLMs to generate planning-compatible action representations [5S9-61]. However, they
make assumptions on the availability of state abstractions, while BLADE grounds LL.M-generated
action definitions without additional labels. Also complementary to methods that leverage these
representations for skill learning [62, 63], our approach uses them for composing skills in novel ways.
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Figure 2: Overview of BLADE. (a) BLADE receives language-annotated human demonstrations, (b) segments
demonstrations into contact primitives, and learns a structured behavior representation. (c) It generalizes to
novel conditions by leveraging bi-level planning and execution to achieve goal states.

3 Problem Formulation

We consider the problem of learning a language-conditioned goal-reaching manipulation policy.
Formally, the environment is modeled as a tuple (X',U, T') where X is the raw state space, U is the
low-level action space, and 7 : X x U — X is the transition function (which may be stochastic and
unknown). Furthermore, the robot will receive observations o € O that may be partially observable
views of the states. At test time, the robot also receives a natural language instruction ¢;, which
corresponds to a set of goal states. An oracle goal satisfaction function defines whether the language
goal is reached, i.e., g¢, : X — {T, F'}. Given an initial state xy € X and the instruction ¢;, the
robot should generate a sequence of low-level actions {u1, us, ..., ug } € UH.

In the language-annotated learning setting, the robot has a dataset of language-annotated demonstra-
tions D. Each demonstration is a sequence of robot actions {u1, ..., up } paired with observations
{00, ..., 05 }. Each trajectory is segmented into M sub-trajectories, and natural language descriptions
{l1, ..., Lps} are associated with the segments (e.g., “place the kettle on the stove”). In this paper, we
assume that there is a finite number of possible £’s—each corresponding to a skill to learn.

Directly learning a single goal-conditioned policy that can generalize to novel states and goals is
challenging. Therefore, we recover an abstract state and action representation of the environment and
combine online planning in abstract states and offline policy learning for low-level control to solve
the task. In BLADE, behaviors are represented as temporally extended actions with preconditions and
effects characterized by state predicates. Formally, we want to recover a set of predicates P that define
an abstract state space S. We focus on a scenario where all predicates are binary. However, they are
grounded on high-dimensional sensory inputs. Using P, a state can be described as a set of grounded
atoms such as {kettle(A), stove(B), filled(A), on(A, B)} for a two-object scene. BLADE will learn a
function ® : O — S that maps observations to abstract states. In its current implementation, BLADE
requires humans to additionally provide a list of predicate names in natural language, which we
have found to be helpful for LLMs to generate action definitions. We provide additional ablations
in the Appendix A.2. Based on S, we learn a library of behaviors (a.k.a., abstract actions). Each
behavior a € A is a tuple of (name, args, pre, eff, ). name is the name of the action. args is a list of
variables related to the action, often denoted by 7z, 7y. pre and eff are the precondition and effect
formula defined in terms of the variables args and the predicates P. A low-level policy 7 : O — U is
also associated with a. The semantics of the preconditions and effects is: for any state « such that
pre(®(x)) is satisfied, executing 7 at z will lead to a state 2’ such that eff(®(2)) [64].

4 Behavior from Language and Demonstration

BLADE is a method for learning abstract state and action representations from language-annotated
demonstrations. It works in three steps, as illustrated in Fig. 2. First, we generate a symbolic behavior
definition conditioned on the language annotations and contact sequences in the demonstration using
a large language model (LLM). Next, we learn the classifiers associated with all state predicates and
the control policies, all from the demonstration without additional annotations. At test time, we use a
bi-level planning and execution strategy to generate robot actions.
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Figure 3: Behavior Descriptions Learning. (a) A demonstration is provided along with corresponding language
annotations. (b) The demonstration is segmented into a sequence of contact primitives. (c) A large language
model interprets the annotation and contact sequence, generating a symbolic behavior definition. (d) The system
automatically generates data to learn classifiers for state predicates.

4.1 Behavior Description Learning

Given a finite set of behaviors with language descriptions {¢} and corresponding demonstration
segments, we generate an abstract description for each ¢ by querying large language models. To
facilitate LLM generation, we provide additional information on the list of objects with which the
robot has contact. The generated operators are further refined with abstract verification.

Temporal segmentation. We first segment each demonstration (Fig. 3a) into a sequence of contact-
based primitives (Fig. 3b). In this paper we consider seven primitives describing the interactions
between the robot and other objects: open/close grippers without holding objects, move-to(x) which
moves the gripper to an object, grasp(x, y) and place(x, y) which grasp and place object = from/onto
another object y, move(x) which moves the currently holding object « and push(x). We leverage
proprioception, i.e., gripper open state, and object segmentation to automatically segment the con-
tinuous trajectories into these basis segments. For example, pushing the faucet head away involves
the sequence of {close-gripper, push, open-gripper}. This segmentation will be used for LLMs to
generate operator definitions and for constructing training data for control policies.

Behavior description generation with LLMs. Our behavior description language is based on
PDDL [65]. We extend the PDDL definition to include a body section which is a sequence of contact
primitives. It will be generated by the LLM based on the demonstration data.

Our input to the LLM mainly contains: 1) a general description of the environment, 2) the natural
language descriptions ¢ associated with the behavior itself and other behaviors that have appeared
preceding or following /¢ in the dataset, 3) all possible sequence of contact primitive sequences
associated with ¢ across the dataset, and 4) additional instructions on the PDDL syntax, including
a single PDDL definition example. We find the additional context useful. As shown in Fig. 3d, in
addition to preconditions and effects of the operators, we also ask LLMs to predict a body of contact
primitive sequence associated with the behavior, which we call body. We assume that each behavior
has a single corresponding contact primitive sequence, and use this step to account for noises in the
segmentation annotations. After LLM predicts the definition for all behavior, we will re-segment the
demonstrations associated with each behavior based on the LLM-predicted body section.

Behavior description refinement with abstract verification. In addition to checking for syntax
errors, we also verify the generated behavior descriptions with abstract verification on the demon-
stration trajectories. Given a segmented sequence of the trajectory where each segment is associated
with a behavior, we verify whether the preconditions of each behavior can be satisfied by the accumu-
lated effects of the previous segments. This verification does not require learning the grounding of



predicates and can be done at the behavior level for incorrect preconditions and effects, and at the
contact primitive level for missing or incorrect contact primitives (e.g., grasp cannot be immediately
followed by other grasp). We resample behavior definitions that do not pass the verification.

4.2 Classifier and Policy Learning

Given the dataset of state-action segments associated with each behavior, we train the classifiers for
different state predicates and the low-level controller for each behavior.

Automatic predicate annotation. We leverage all behavior descriptions to automatically label an
observation sequence {o1, ..., 0 } based on its associated segmentation. In particular, at oy, we
label all state predicates as “unknown.” Next, we unroll the sequence of behavior executed in 0. As
illustrated in Fig. 3c, before applying a behavior a at step o;, we label all predicates in pre, true and
predicates in eff,, false. When a finishes at step o/, we label all predicates in eff,,. In addition, we will
propagate the labels for state predicates to later time steps until they are explicitly altered by another
behavior a. In contrast to earlier methods, such as Migimatsu and Bohg [66] and Mao et al. [67],
which directly use the first and last state of state-action segments to train predicate classifiers, our
method greatly increases the diversity of training data. After this step, for each predicate p € P, we
obtain a dataset of paired observations o and the predicate value of p at the corresponding time step.

Classifier learning. Based on the state predicate dataset generated from behavior definitions, we train
a set of state classifiers fy(p) : O — {T, F'}, which are implemented as standard neural networks for
classification. We include implementation details in Appendix A.6. In real-world environments with
strong data-efficiency requirements, we additionally use an open vocabulary object detector [68] to
detect relevant objects for the state predicate and crop the observation images. For example, only
pixels associated with the object faucet will be the input to the furned-on(faucet) classifier.

Policy learning. For each behavior, we also train control policies mg(a) : O — U, implemented as
a diffusion policy [1]. In simulation, we use a combination of frame-mounted and wrist-mounted
RGB-D cameras as the inputs to the diffusion policy, while in the real world, the policy takes raw
camera images as input. The high-level planner orchestrates which of these low-level policies to
deploy based on the scene and states. Once trained on these diverse demonstrations of different skills,
the resulting low-level policies can adapt to local changes, such as variations in object poses.

4.3 Bi-Level Planning and Execution

At test time, given a novel state and a novel goal, BLADE first uses LLMs to translate the goal into a
first-order logic formula based on the state predicates. Next, it leverages the learned state abstractions
to perform planning in a symbolic space to produce a sequence of behaviors. Then, we execute
the low-level policy associated with the first behavior, and we re-run the planner after the low-level
policy finishes—this enables us to handle various types of uncertainties and perturbations, including
execution failure, partial observability, and human perturbation. In implementation, we use the
fast-forward heuristic to generate plans [69]; however, our method is planner-agnostic, and other
symbolic planners (e.g., Fast-Downward [70]) are compatible.

Visibility and geometric constraints are also modeled as preconditions, in addition to other object-
state and relational conditions. For example, the behavior “opening the cabinet door” will have
preconditions on the initial state of the door, a visibility constraint that the door is visible, and a
geometric constraint that nothing is blocking the door. When those preconditions are not satisfied,
the planner will automatically generate plans, such as actions that move obstacles away, to achieve
them. Partial observability was handled by using the most-likely state assumption during planning
and performing replanning. We include details in Appendix A.8.

5 Experiments

5.1 Simulation Experimental Setup

We use the CALVIN benchmark [71] for simulation-based evaluations, which include teleoperated
human-play data. We use the split D of the dataset, which consists of approximately 6 hours of
interactions. Annotations of the play data are generated by a script that detects goal conditions
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Figure 4: Generalization Tasks in CALVIN. Examples from the three generalization tasks in the CALVIN
simulation environment. Successfully completing these tasks require planning for and executing 3-7 actions.

Table 1: Generalization results in CALVIN. Mean success rates with STD from three seeds are reported.
BLADE outperforms latent planning, LLM, and VLM baselines in completing novel long-horizon tasks.

State Latent Generalization Task
Method Classifier  Feasibility
Abstract Goal ~ Geometric Constraint  Partial Observability

HULC [72] N/A N/A 2.78 +3.47 11.67 £ 11.55 0.00 £+ 0.00
SayCan [6] N/A Short 23.89 +1.92 1.67 £ 2.89 1.67 £ 2.89
VILA [57] N/A N/A 18.38 £2.48 0.00 £ 0.00 4.17+5.20
T2M-Shooting [51]  Learned Long 57.78 £ 12.29 0.00 £ 0.00 13.33 £ 1.44
Ours Learned N/A 68.33 +10.14 26.67 +7.64 75.83 + 3.82
T2M-Shooting [51] GT Long 61.67 + 5.00 0.00 £+ 0.00 0.83 +1.44
Ours GT N/A 76.11 +6.74 56.67 +16.07 70.00 + 5.00

on simulator states, and there are in total 34 types of behaviors. We use RGB-D images from the
mounted camera for classifier learning and partial 3D point clouds recovered from the images for
policy learning. The original benchmark focuses only on evaluating individual skills and instruction
following. To evaluate the ability to compositionally combine previously learned policies to solve
novel tasks, we design six new generalization tasks, with examples shown in Fig. 4. Each task has a
language instruction, a sampler that generates random initial states, and a goal satisfaction function
for evaluation. For each task, we sample 20 initial states and evaluate all methods with three different
random seeds. See Appendix B.1 for more details on the benchmark setup.

Baselines. We compare BLADE with two groups of baselines: hierarchical policies with planning in
latent spaces and LLM/VLM-based methods for robotic planning. For the former, we use HULC [72],
a representative method in CALVIN, which learns a hierarchical policy from language-annotated
play data using hindsight labeling. For the latter, we use SayCan [6], Robot-VILA [57], and
Text2Motion [51]. Note that Text2Motion assumes access to ground-truth symbolic states. Hence we
compare Text2Motion with BLADE in two settings: one with the ground-truth states and the other
with the state classifiers learned by BLADE. See Appendix B.2 for more details on these methods.

5.2 Results in Simulation
Table | presents the performance of different models in all three types of generalization tasks.

Structured behavior representations improve long-horizon planning. We first compare to the
hierarchical policy HULC in Table. 1. BLADE with learned classifiers achieves a more than 65%
improvement in the success rate for reaching abstract goals while using the same language-annotated
play data. We attribute this to the particular implementation of hindsight labeling in HULC being not
sufficient to generate plans that chain multiple high-level actions: for example, the task of placing all
blocks in the closed drawer requires chaining together a minimum of 7 behaviors.

Structured transition models learned by BLADE facilitate long-horizon planning. Both SayCan
and T2M-Shooting uses learned action feasibility models for planning. Shown in Table. 1, learning
accurate feasibility models directly from raw demonstration data remains a significant challenge.
In our experiment, we find that first, when the LLM does not take into account state information
(SayCan), using the short-horizon feasibility model is not sufficient to produce sound plans. Second,
since our model learns a structured transition model, factorized into different state predicates, BLADE



is capable of producing more accurate longer-horizon plans than T2M-Shooting which learns long-
horizon feasibility from data.

Structured scene representations facilitate making feasible plans. Compared to the Robot-VILA
method, which directly predicts action sequences based on the image state, BLADE first uses learned
state classifiers to construct an abstract state representation. This contributes to a 49% improvement
on the Abstract Goal tasks in Table 1. We observe that the pre-trained VLM used in Robot-VILA
often predicts actions that are not feasible in the current state. For example, Robot-VILA consistently
performs better in completing “placing all blocks in a closed drawer” than “placing all blocks in an
open drawer” since it always predicts opening the drawer as the first step.

Explicit modeling of geometric constraints and object visibility improves performance in these
scenarios. BLADE can reason about these challenging situations without explicitly being trained
in those settings. Table. 1 shows that our approach consistently outperforms baselines in these two
settings. These generalization capabilities are built on the explicit modeling of geometric constraints
and object visibility in behavior preconditions.

BLADE can automatically propose operators for the specific environment given demonstrations.
Our experiment shows that the LLM can automatically propose high-quality behavior descriptions
that resemble the dependency structures among operators. For example, the LLM discovers from
the given contact primitive sequences and language-paired demonstration that blocks can only be
placed after the block is lifted and that a drawer needs to be opened before placing objects inside, etc.
Some of these dependencies are unique to the CALVIN environment, therefore requiring the LLM to
generate specifically for this domain. We provide more visualizations in the Appendix A.1.

BLADE’s automatic predicate annotation

enables better classifier learning. From  Table 2: Ablation on state classifier learning in CALVIN.
Table 1, we observe that having accurate
state classifier models is critical for algo-
rithms’ performance (GT vs. Learned). [66] 33.89 + 5.85 9.17 £ 5.20 3.33 £ 2.89
Hence, we perform additional ablation stud- BLADE 68.33 +10.14 26.67 = 7.64 75.83 + 3.82
ies on classifier learning. Prior work such

as Migimatsu and Bohg [66] also presented a method for learning the preconditions and effects of
actions from segmented trajectories and symbolic action descriptions. The key difference between
BLADE and theirs is that they only use the first and last frame of each segment to supervise the
learning of state classifiers. We compare the two classifier learning algorithms, given the same
LLM-generated behavior definitions, by evaluating the classifier accuracy on held-out states. BLADE
shows a 20.7% improvement in F1 (16.3% improvement for classifying object states and 38.6%
improvement for classifying spatial relations) compared to the baseline model. This also translates
into significant improvements in the planning success rate, as shown in Table 2.

Method Abstract Geometric Partial Obs.

5.3 Real World Experiments

Environments. We use a Franka Emika robot arm with a parallel jaw gripper. The setup includes
five RealSense RGB-D cameras, with one being wrist-mounted on the robot and the remaining
positioned around the workspace. Fig. 5 shows the two domains: Make Tea and Boil Water. For
each domain, we collect 85 language-annotated demonstrations using teleoperation with a 3D mouse.
After segmenting the demonstrations using proprioception sensor data, an LLM is used to generate
behavior descriptions. These descriptions are subsequently used for policy and classifier learning.

Setup. We compare BLADE against the VLM-based baseline Robot-VILA. We omit SayCan and
T2M-Shooting since they require additional training data. We first test the original action sequences
seen in the demonstrations for each domain. We then test on tasks that require novel compositions of
behaviors for four types of generalizations, i.e., unseen initial condition, state perturbation, geometric
constraints, and partial observability. For each generalization type, we run six experiments and report
the number of experiments that have been successfully completed. See Appendix D for details.

Results. In Fig. 5, we show that our model is able to successfully complete at least 4/6 tasks for all
generalization types in the two different domains. In comparison, Robot-VILA struggles to generate
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Figure 5: Domains and Results in Real World. Make Tea features a toy kitchen designed to simulate boiling
water on a stove. The robot must assess the available space on the stove for the kettle. It also needs to manage
the dependencies between actions, such as the faucet must be turned away before the kettle can be placed into
the sink to avoid collisions. Boil Water involves a tabletop task aimed at preparing tea, incorporating a cabinet,
a drawer, and a stove. The robot must locate the kettle, potentially hidden within the cabinet, and a teabag in the
drawer. Additionally, it must consider geometric constraints by removing obstacles that block the cabinet doors.
In both environments, our model significantly outperforms the VLM-based planner Robot-VILA.

Turn On/Off Faucet |
A |

(a) Initial Condition Open Left Door Open Right Door Place On Stove Open Drawer Place Teabag

BLADE

! Cup Not Visible

S ———rr

Plan: "open-drawer”, “place-teabag” ...
(Policy cannot achieve the goal, teabag is on the stove)

Initial Condition Open Drawer Grab Teabag

(b) . . Unblock Doors
Geometric Constraint: .

Kettle blocking the doors

Left & Right
Doors Blocked

BLADE

Plan: “grab-kettle", “grab-kettle”, “grab-kettle" ...
Drawerépen (Policy unable to achieve the goal, resulting in a loop)
LS 2 :
Initial Condition Grab Kettle

Robot-Vila

Figure 6: Real World Planning and Execution. We show the execution traces from BLADE and Robot-VILA
for two generalization tasks: (a) partial observability and (b) geometric constraints.

correct plans to complete the tasks. In Fig. 6, we visualize the generated plans and execution traces
of both models. In example (a), we show that BLADE can find the kettle initially hidden in the cabinet
and then complete the rest of the task. In comparison, Robot-VILA directly predicts placing the
teabag in the kettle when the kettle is not visible, resulting in a failure.

6 Conclusion and Discussion

BLADE is a novel framework for long-horizon manipulation by integrating model-based planning and
imitation learning. BLADE uses an LLM to generate behavior descriptions with preconditions and
effects from language-annotated demonstrations and automatically generates state abstraction labels
based on behavior descriptions for learning state classifiers. At performance time, BLADE generalizes
to novel states and goals by composing learned behaviors with a planner. Compared to latent-space
and LLM/VLM-based planners, BLADE successfully completes significantly more long-horizon tasks
with various types of generalizations.

Limitations. One limitation of BLADE is that the automatic segmentation of demonstrations is based
on gripper states; more advanced contact detection techniques might be required for certain tasks such
as caging grasps. We also assume the knowledge of a given set of predicate names in natural language
and focus on learning dependencies between actions using the given predicates. Automatically
inventing task-specific predicates from demonstrations and language annotations, possibly with the
integration of vision-language models (VLMs) is an important future direction. In our experiments,
we also found that noisy state classification led to some planning failures. Therefore, developing
planners that are more robust to noises in state estimation is necessary. Finally, achieving novel
compositions of behaviors also requires policies with strong generalization to novel environmental
states, which remain a challenge for skills learned from a limited amount of demonstration data.
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